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Educational 
Objectives

• Explain the fundamental principles of Generative AI, 
including its core functionality and how it differs from 
traditional AI models in healthcare application

• Analyze how Generative AI can enhance clinical workflows, 
including documentation automation, clinical decision 
support, and patient interactions.

• Evaluate the hardware and computational requirements 
necessary for training and deploying Generative AI models 
in a healthcare setting.

• Assess the impact of energy consumption and sustainability 
concerns associated with large AI models, and propose 
strategies to optimize efficiency in healthcare applications.

• Describe the training process of large language models 
(LLMs), including backpropagation, gradient descent, and 
fine-tuning for specialized medical applications.

• Compare the cost, time, and infrastructure considerations 
between developing proprietary AI models and leveraging 
pre-trained or open-source alternatives in clinical settings.

• Investigate the historical evolution of Generative AI, 
including OpenAI’s role in advancing the field and the 
competitive landscape of AI research and development.

• Synthesize emerging trends in Generative AI and predict future developments 
that may influence medical research, diagnostics, and patient care.

• Apply knowledge of current Generative AI tools to evaluate their potential risks, 
including bias, accuracy limitations, and regulatory compliance in clinical practice.

• Formulate strategies for integrating Generative AI into a healthcare institution 
while addressing ethical considerations, patient privacy concerns, and legal 
constraints.
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Additional Online Materials

Introduction

Additional resources, updates, and in-depth 
materials are available online to supplement the 
information in this chapter. 

Visit the following link to explore these 
resources:

Generative AI represents one of the most significant advancements in artificial 
intelligence, revolutionizing automation, decision-making, and human-computer 
interaction. Unlike traditional AI models that rely on rule-based programming or 
structured datasets to classify or predict outcomes, generative AI employs deep 
learning to create new content by identifying and replicating patterns from vast 
datasets.

For healthcare professionals, understanding generative AI is crucial as it increasingly 
influences clinical workflows, patient education, and medical research. The integration 
of generative AI into healthcare requires a deep understanding of its technical 
foundations, applications, and the challenges of its deployment. In this chapter, we 
will explore how generative AI differs from traditional AI, the hardware and energy 
demands of AI models, and the process of training large language models. We will also 
highlight its rapid evolution, industry applications, and ethical considerations.



GENERATIVE AI FOR CLINICIANS

5

Traditional AI systems are designed primarily 
for classification and prediction. For 
instance, a machine learning model used in 
radiology may classify lung scans as normal 
or abnormal. While powerful, such models 
operate within a limited scope. In contrast, 
generative AI extends beyond classification 
by producing new, contextually relevant 
data.

Understanding Generative AI
What is Generative AI?

How Generative AI Differs from 
Traditional AI

Generative AI is a subset of artificial intelligence designed to create new data rather 
than merely analyzing existing data. It employs advanced deep learning techniques, 
such as transformer architectures, to generate human-like text, images, and even 
synthetic medical data. A prime example is OpenAI’s ChatGPT, which can generate 
human-like conversations by predicting the next word in a sentence based on learned 
language patterns.

Consider a scenario in a hospital setting where an AI-powered chatbot assists 
patients with pre-consultation inquiries. A generative AI model can synthesize 
personalized responses, answering questions about symptoms, potential treatments, 
and appointment scheduling. Unlike traditional AI-based chatbots that rely on pre-
programmed scripts, generative AI adapts dynamically to input, enhancing patient 
interactions.

A practical example is medical 
documentation automation. 
Traditional AI extracts data from 
electronic health records (EHRs) to 
assist with documentation, whereas 
generative AI can draft full medical 
reports based on patient data, 
reducing clinician workload and 
administrative burden.
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GENERATIVE AI
Technical Foundations of 

The Hardware Behind 
Generative AI
The performance of generative AI depends on specialized hardware designed to handle 
the immense computational demands of deep learning. Unlike simpler applications 
that can run on standard Central Processing Units (CPUs), training and deploying AI 
models require Graphics Processing Units (GPUs) or even more advanced custom AI 
chips due to the sheer volume of data and matrix computations involved.
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From Excel to Generative AI: 
A Power Comparison
To understand the scale of AI’s computational power, let’s compare it to everyday 
computing:

o Uses a CPU (e.g., Intel Core i7) with 4 to 16 processing cores
o Requires a few gigabytes (GB) of RAM to perform calculations
o Consumes about 50 to 150 watts of power
o Handles basic arithmetic, financial modeling, and data analysis without issue

o Has 6,912 processing cores compared to a CPU’s 4-16 cores
o Requires 40 GB or more of high-bandwidth memory (HBM)
o Consumes about 400 watts of power per GPU—nearly 4 times the power of 
              astandard PC
o Can perform tens of trillions of calculations per second to process vast
               datasets

A standard computer running Microsoft Excel:

A single NVIDIA A100 GPU (commonly used for AI training):

01

02
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Now, consider that training large AI models like GPT-4 requires thousands of GPUs 
running in parallel across massive cloud data centers. A full AI training run may use 
the equivalent of hundreds of thousands of home computers running at maximum 
capacity for weeks or months.

Healthcare AI and 
Specialized Hardware
Hospitals and research institutions integrating AI must invest in infrastructure capable 
of supporting these models. For example:

• A large healthcare system using generative AI for predictive analytics might deploy 
dozens of NVIDIA A100 GPUs to ensure real-time processing of patient data.

• These GPUs enable faster and more accurate AI-driven diagnostics, such as 
medical imaging analysis, where AI can process thousands of scans in minutes 
instead of hours.

Beyond GPUs, companies like Google and Amazon have developed custom AI chips to 
further optimize processing efficiency:

• Google’s Tensor Processing Units (TPUs) are designed for machine learning 
workloads and used extensively in Google Health AI projects.

• Amazon’s Trainium processors aim to lower the cost and energy consumption of 
AI model training while maintaining high performance.

As AI adoption grows in healthcare and beyond, the need for powerful computing 
infrastructure will continue to rise, requiring hospitals, research centers, and cloud 
providers to balance computational efficiency, cost, and sustainability.
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The Energy Demands 
of AI Models
Training and deploying generative AI models require enormous amounts of electricity, 
raising concerns about energy sustainability and environmental impact. Large-scale 
AI models like GPT-4 are estimated to consume several gigawatt-hours (GWh) of 
electricity during training, which is comparable to the energy usage of a small city 
over the same period.

To put this into perspective:

• Training a single large AI model (like GPT-4) is estimated to consume 1–10 GWh of 
electricity.

• 1 GWh of electricity is equivalent to powering approximately 100,000 U.S. homes 
for a day or 3,000 homes for an entire year.

• This means that a full training cycle for a generative AI model could power an 
entire town for several months before the model is even deployed for real-world 
use.



GENERATIVE AI FOR CLINICIANS

10

For an individual, the cost of electricity varies by location, but the average U.S. 
residential electricity rate is about $0.16 per kilowatt-hour (kWh). Given that 1 GWh 
equals 1,000,000 kWh, this means:

• The total electricity cost for training an AI model could range from $160,000 
        to $1.6 million per training cycle.
• By comparison, the average U.S. household consumes about 10,600 kWh per year, 

leading to an annual electric bill of around $1,700.
• This means training a large AI model uses the same amount of energy as 100,000 

U.S. homes in a day—or an individual’s home for over 100,000 years.

Hospitals and healthcare organizations integrating AI must balance computational 
power with energy efficiency to mitigate these costs. For example:

• AI-powered radiology tools running on local high-performance computing 
clusters can consume tens of thousands of kilowatt-hours per month, increasing 
operational costs.

• Switching to cloud-based AI processing can reduce on-premises energy 
consumption, shifting the burden to large data centers—but this does not 
eliminate overall energy usage, just redistributes it.

• Some cloud-based AI infrastructure providers, like Google and Microsoft, are 
investing in renewable energy sources to offset AI-related electricity consumption.

The Cost to Power AI vs. a Household Electricity Bill

Energy Consumption in Healthcare AI Adoption

01

02
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Sustainability Challenges 
and Solutions
As AI adoption grows in healthcare and beyond, efforts are underway to improve 
energy efficiency through innovations like:

• Smaller, more optimized AI models that require less computational power.
• Energy-efficient AI chips (such as TPUs and neuromorphic computing solutions) 

designed to perform AI tasks with significantly lower power usage.
• Renewable energy-powered data centers to reduce the carbon footprint of AI 

workloads.

While AI provides powerful capabilities, its electricity demands require careful planning, 
infrastructure investments, and sustainability initiatives to balance its benefits with its 
environmental and financial impact.
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(LLMS)

Training Large
Language Models

The Process of
Training an LLM

Training a Large Language Model (LLM) requires an enormous amount of textual 
data—often trillions of words—to develop its ability to understand and generate 
human-like text. This data is sourced from books, academic journals, websites, and 
domain-specific sources. The training process involves adjusting billions of parameters 
through iterative methods like backpropagation and gradient descent, refining the 
model’s ability to recognize patterns, predict text sequences, and generate coherent 
responses.
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To put this into perspective, consider the amount of text required to train an LLM 
compared to standard medical literature:

A state-of-the-art LLM can be trained on hundreds of terabytes of text, which is 
equivalent to:

o Millions of full-length medical textbooks
o Tens of millions of peer-reviewed research articles
o More than 1,000 times the entire contents of Harrison’s Principles of 
               Internal Medicine (~4,000 pages in its latest edition)
o Billions of patient records (if de-identified and ethically sourced)

For context, PubMed, the database of biomedical research, contains over 36 million 
abstracts and full-text articles, but even this is just a fraction of the total data required 
to train an advanced LLM. The model also incorporates general language data to 
understand context, medical terminologies, and conversational structures.

Take the case of an AI-assisted research assistant used by medical institutions:

• Pre-training: The model is first trained on a vast repository of medical literature, 
research papers, and clinical guidelines to build a foundational understanding of 
healthcare concepts.

• Fine-tuning: To make the AI clinically relevant, it undergoes an additional phase 
where it is fine-tuned using hospital-specific documentation, patient case reports, 

How Much Data Is Needed? 
Comparing LLM Training to Medical Literature

From General Training to 
Clinical Fine-Tuning
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and specialized guidelines.
• Application: Once deployed, the model can generate concise research summaries, 

assist in medical diagnosis, and provide clinical decision support, making it an 
invaluable tool for healthcare professionals.

Given the scale of data required, training a single LLM demands massive computational 
resources, reinforcing the need for efficient data selection, ethical sourcing, and 
continuous model evaluation in clinical AI applications.

Time Considerations
Cost and

Training LLMs is both time-intensive and financially demanding. OpenAI’s GPT-4, for 
instance, required thousands of GPUs and extensive cloud infrastructure, with training 
costs estimated in the tens of millions of dollars. Smaller institutions often turn to 
pre-trained models due to the high expense of in-house AI development.

A practical scenario involves a healthcare startup aiming to develop an AI-powered 
diagnostic assistant. Instead of training an LLM from scratch, they fine-tune an open-
source model, significantly reducing costs while maintaining accuracy in medical 
predictions.
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GENERATIVE AI
OPEN AI
The Evolution of

&

OpenAI was founded in 2015 as a nonprofit artificial intelligence research organization 
dedicated to ensuring AI benefits all of humanity. Initially focused on reinforcement 
learning, OpenAI gained prominence with the release of GPT-3 in 2020, demonstrating 
AI’s potential to generate coherent, context-aware text.

Consider a hospital system integrating OpenAI’s API into their EHRs to automate patient 
charting. By leveraging generative AI, clinicians experience reduced documentation 
workload, allowing them to focus more on patient care.

The Rise of OpenAI
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The field of generative AI is evolving at an unprecedented pace, mirroring past 
technological revolutions such as the rise of personal computing, the internet, and the 
smartphone era. Just as the diffusion of innovation brought mainframe computers 
from research labs into homes, and mobile phones from elite professionals to the 
global mainstream, AI is following a similar trajectory—from cutting-edge research to 
widespread, customizable applications.

Competitors like Google’s DeepMind, Anthropic’s Claude, and Meta’s LLaMA models 
are pushing the boundaries of AI capabilities, while the emergence of open-source 
models such as Mistral and Falcon democratizes access to advanced AI, much like how 
open-source software (e.g., Linux, Apache) transformed computing in the early 2000s.

For example, a healthcare research institute may choose an open-source LLM to 
generate synthetic patient data for clinical trials. This approach ensures privacy while 
still allowing researchers to leverage advanced analytics—similar to how the Human 
Genome Project leveraged early supercomputing power to decode genetic information.

As AI continues its rapid diffusion, it follows the classic S-curve of technological 
adoption, with early adopters paving the way for mainstream integration in fields like 
medicine, law, finance, and education—similar to how innovations like the internet and 
cloud computing transitioned from niche applications to industry standards.

The Expanding AI Market
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The Role of
AI in Healthcare

Clinical Applications of 
Generative AI

Generative AI is revolutionizing healthcare in multiple domains:

• Clinical Decision Support: AI-driven models assist clinicians by generating 
differential diagnoses and synthesizing research findings.

• Medical Documentation: AI automates transcription and clinical note generation, 
reducing administrative workload.

• Medical Imaging: AI-generated synthetic images aid in radiology training, 
enhancing medical education.

A real-world example involves a hospital implementing an AI-driven scribe that listens 
to patient interactions and generates structured clinical notes in real-time, improving 
workflow efficiency.
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Ethical Considerations 
and Future Challenges

While generative AI holds transformative potential for healthcare, it also introduces 
complex ethical and practical challenges that must be addressed to ensure safe, 
equitable, and responsible implementation.

Bias and Accuracy: Reducing Disparities in AI-Generated Bias and Accuracy: Reducing Disparities in AI-Generated 
Medical RecommendationsMedical Recommendations
AI models are only as unbiased and accurate as the data they are trained on. If 
historical medical data reflects systemic biases, AI-driven recommendations could 
disproportionately favor or disadvantage certain populations. For example:

• Disparities in diagnostic AI models: If an AI system is trained primarily on Caucasian 
patient data, it may underperform for Black, Hispanic, or Asian patients, leading to 
misdiagnoses or underdiagnoses in conditions like skin cancer or cardiovascular 
disease.

• Bias in drug efficacy predictions: AI-based pharmacology models might suggest 
treatments based on underrepresented clinical trial data, which can result in less 
effective treatment recommendations for minority groups.

To mitigate bias, healthcare institutions must:

• Implement diverse and representative training datasets that reflect global patient 
populations.

• Use continuous auditing to monitor and adjust AI model outputs.
• Require human-in-the-loop oversight, ensuring clinicians validate AI-generated 

recommendations before they impact patient care.
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Scenario: Scenario: 
Imagine a hospital using AI to recommend personalized 

cancer treatments. After discovering disparities in 

treatment efficacy predictions for minority patients, the 

hospital adjusts its AI pipeline to include historically 

underrepresented patient data, improving equitable 

treatment recommendations.
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Data Privacy: Balancing AI Innovation with PatientData Privacy: Balancing AI Innovation with Patient
ConfidentialityConfidentiality
Healthcare AI relies on vast amounts of patient data, raising concerns about 
confidentiality, consent, and cybersecurity. Key risks include:

• Unintended data exposure: Large Language Models (LLMs) might inadvertently 
generate responses that include protected health information (PHI) from training 
data.

• Cybersecurity threats: AI systems processing sensitive medical data are prime 
targets for hacking, ransomware, and data breaches.

• Informed consent dilemmas: Patients may unknowingly contribute their medical 
data to AI models, raising questions about ethical data usage.

To ensure patient privacy, healthcare organizations must:

• Implement strict encryption and anonymization protocols before training AI on 
medical records.

• Adhere to HIPAA (Health Insurance Portability and Accountability Act) and local, 
state and federal regulation for requirements with data security.

• Utilize federated learning, allowing AI models to learn from decentralized data 
without transferring patient information.

Scenario: Scenario: 
A research hospital is using AI to predict early signs 

of dementia. To protect patient privacy, they adopt a 

federated learning model, allowing AI to train across 

multiple institutions without moving or exposing sensitive 

patient data.
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Regulatory Compliance: Navigating an EvolvingRegulatory Compliance: Navigating an Evolving
Legal LandscapeLegal Landscape
AI in healthcare must align with strict and evolving regulations, which vary by country 
and jurisdiction. Some challenges include:

• Lack of standardized guidelines: Regulatory bodies like the FDA (Food and Drug 
Administration) and EMA (European Medicines Agency) are still defining best 
practices for AI validation and approval.

• Liability in AI-driven care: If an AI system provides misleading medical advice, 
who is responsible? The physician? The hospital? The AI developer?

• Transparency and explainability: Black-box AI models lack explainability, 
making it difficult for clinicians and regulators to justify AI-driven decisions in 
patient care.

To comply with evolving legal standards, AI developers and healthcare institutions 
must:
• Establish clear liability frameworks defining responsibility for AI-related medical 

errors.
• Adopt Explainable AI (XAI) techniques to make AI-generated recommendations 

transparent and understandable to clinicians.
• Work closely with regulatory bodies to ensure AI models meet safety, efficacy, and 

ethical compliance before clinical deployment.

Scenario: Scenario: 
A telemedicine provider implements 
AI-driven triage recommendations 
for remote patients. To comply with 
regulatory requirements, they work 
with the FDA to secure clearance, 
ensuring their AI model meets medical 
safety and reliability standards 
before launch.

As AI becomes more deeply 
embedded in healthcare, ethical 
considerations must remain a top 
priority. By actively addressing bias, 
privacy concerns, and regulatory 
challenges, the healthcare industry 
can harness AI’s full potential without 
compromising patient safety or trust.
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Generative AI represents a transformative force in healthcare, 

offering immense potential while posing unique challenges. 

As AI technology advances, healthcare professionals must 

remain informed and adaptable, ensuring responsible AI 

integration into clinical practice.

Understanding the technical foundations, ethical 

considerations, and real-world applications of generative AI 

will be critical for clinicians, administrators, and researchers 

aiming to leverage AI’s capabilities effectively. By staying 

engaged with AI’s evolution, the healthcare industry can 

harness its power to improve patient care, streamline 

operations, and drive medical innovation.

CONCLUSION
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01

02

Multiple-Choice Questions

A. Increase the AI model’s training data to improve accuracy

B. Implement a human-in-the-loop review process

C. Use a completely rule-based AI system instead of generative AI

D. Allow the AI model to operate independently without review

A. The number of GPUs available for training

B. The availability of labeled medical datasets

C. The ability to customize an existing model for specific clinical 

applications

D. The preference of hospital IT staff

A healthcare startup is evaluating whether to train 
a generative AI model from scratch or fine-tune an 
existing open-source model. What is the most critical 
consideration for making this decision?

A hospital is implementing generative AI for medical 
documentation, but physicians express concerns about 
potential errors in AI-generated clinical notes. What 
is the most effective approach to mitigate these risks?
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03
A hospital deploys a generative AI chatbot for 
patient interactions. However, some patients report 
inconsistencies in medical advice provided by the 
chatbot. What is the most likely cause?

A. The chatbot was trained on outdated medical data

B. The chatbot is not using enough computational power

C. The chatbot is operating too quickly to provide reliable responses

D. The chatbot lacks natural language processing capabilities

A. Generative AI models must process real-time data streams

B. Generative AI models generate new content rather than just classifying 

data

C. Traditional AI models require more parameters to function effectively

D. Generative AI models operate exclusively in cloud environments

Which of the following best describes why generative 
AI models require significant computational power 
compared to traditional AI models?
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A research hospital is considering deploying a 
generative AI model for radiology. However, they are 
concerned about computational costs. What is the 
most effective strategy?

A. Shift entirely to an on-premises processing model

B. Use a hybrid AI system with both cloud and on-premises processing

C. Train a completely new model instead of using an existing AI framework

D. Reduce AI-based imaging analysis to lower resource consumption

A. The need to manually program all model responses

B. The requirement for real-time human oversight during training

C. The complexity of human language and the model’s billions of 

parameters

D. The use of pre-built datasets with minimal new data

OpenAI’s GPT-4 required massive computational 
resources to train. What was the primary reason for 
such high resource demands?
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07

A. Allow AI to generate summaries without human intervention

B. Incorporate human oversight and implement real-time fact-checking

C. Reduce the AI system’s processing speed to increase accuracy

D. Replace the AI model with a traditional rules-based algorithm

A. AI-generated models reduce the workload of clinicians

B. AI-powered automation increases hospital revenue

C. AI systems require ongoing maintenance

D. AI systems may introduce bias if trained on unrepresentative data

Which of the following is a major ethical concern 
when using generative AI in healthcare?

A hospital system has implemented generative AI to synthesize 
medical research into concise reports. However, researchers 
note occasional factual inaccuracies in AI-generated 
summaries. What is the best solution to improve reliability?

08
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09
A hospital administrator is concerned about the 
energy costs of running a large generative AI model. 
Which strategy could help optimize AI performance 
while controlling costs?

A. Increase the number of GPUs used to speed up processing

B. Implement energy-efficient AI architectures and optimize inference 

models

C. Reduce the accuracy of AI models to lower computational needs

D. Operate AI models exclusively during off-peak hours

A. Verify the AI-generated summaries against original patient records

B. Allow the AI model to operate independently

C. Use the AI assistant only for administrative tasks

D. Ensure the AI model has been trained on a variety of medical textbooks

OpenAI’s GPT-4 required massive computational 
resources to train. What was the primary reason for 
such high resource demands?

10
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Answer Key and Explanations
1. B - Human-in-the-loop review ensures AI-generated clinical notes are 

accurate and reliable. Increasing training data (A) can improve accuracy but 

does not address immediate concerns. Rule-based AI (C) is less flexible, 

and independent AI operation (D) risks patient safety.

2. C - Customization of an open-source model is often the most practical 

option for startups. GPUs (A) and labeled datasets (B) are important but 

secondary considerations. IT staff preferences (D) are not the primary 

concern.

3. A - Training on outdated data leads to inconsistencies. Computational 

power (B) and response speed (C) do not directly affect chatbot reliability. 

NLP capabilities (D) are crucial but assumed as a limited point of error in 

modern AI chatbots.

4. B - Generative AI models require high computational power because they 

create new content rather than just classifying existing data.

5. B - A hybrid AI system balances cost and efficiency. On-premises models 

(A) are expensive, training new models (C) is unnecessary, and reducing 

imaging analysis (D) diminishes AI effectiveness.
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6. C - GPT-4’s complexity, including billions of parameters, drives high 

computational demands.

7. B - Human oversight and fact-checking improve AI reliability. Reducing 

processing speed (C) does not increase accuracy, and rules-based AI (D) is 

not well-suited for summarization.

8. D - Bias in AI training data can lead to incorrect or inequitable medical 

decisions.

9. B - Energy-efficient AI architectures reduce costs without compromising 

performance. Increasing GPUs (A) raises costs, reducing accuracy (C) is not 

a viable solution, and operating during off-peak hours (D) does not address 

fundamental efficiency issues.

10. A - Verifying AI-generated summaries against patient records ensures 

accuracy before clinical use.




